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Google Scholar: https://scholar.google.co.kr/citations?user=mCuJPIUAAAAJ&NI

Research Interests
» Digital system (SoC) design for Deep Neural Networks (Al accelerator design)
» Performance optimization for Deep Neural Networks
e Computer Architecture and Memory System Design for Deep Neural Networks
« Artificial Intelligence (Al) applications: Autonomous driving & Smart Factory

* High throughput and low power FPGA design for multimedia applications

Education
e Ph.D. in Electrical and Computer Engineering (2015.02.), Seoul National University, Seoul, Korea
- “H.264-based Low Power Heterogeneous Video Recording System”, Advisor: Hyuk-Jae Lee
* M.S. in Electrical and Computer Engineering (2011.02.), Seoul National University, Seoul, Korea

“Power-Aware Design with Various Low-Power Algorithms for an H.264/AVC Encoder”,
Advisor: Hyuk-Jae Lee

» B.S. in Electrical Engineering (2009.02), Seoul National University, Seoul, Korea

Work Experience

» Associate Professor - Department of Electrical and Information Engineering, Seoul National
University of Science and Technology, Seoul, Republic of Korea (2022.10. ~ Present)

* Independent Director - Bigwave Robotics, Seoul, Republic of Korea (2025.03. ~ Present)

» Associate Director - Research and Industry-University Cooperation Foundation, Seoul National
University of Science and Technology, Seoul, Republic of Korea (2022.12. ~ 2023.12.)

» Associate Director - Leaders in INdustry-university Cooperation Center, Seoul National University
of Science and Technology, Seoul, Republic of Korea (2022.12. ~ 2023.12.)

« Assistant Professor - Department of Electrical and Information Engineering, Seoul National
University of Science and Technology, Seoul, Republic of Korea (2018.09. ~ 2022.09.)

« Assistant Professor - BK21 Creative Research Engineer Development for IT, Seoul National
University, Seoul, Republic of Korea (2016.03. ~ 2018.08.)


mailto:hyunkim@seoultech.ac.kr
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» Post Doctorial Fellow - BK21 Creative Research Engineer Development for IT, Seoul National
University, Seoul, Republic of Korea (2015.03. ~ 2016.02.)

Professional Activities
< Senior Member, Institute of Electrical and Electronics Engineers (IEEE)
e Member, IEEE Circuits and Systems Society & IEEE Computer Society
« Board of Executive Director, The Institute of Electronics and Information Engineers (IEIE)
» Board of Executive Director, IEIE Semiconductor Society
» Board of Executive Director, The Institute of Semiconductor Engineers (ISE)
» Board of Executive Director, Institute of Korean Electrical and Electronics Engineers (IKEEE)
¢ Life Member, IEIE
* Life Member, ISE
« Associate Editor, IEIE Transactions on Smart Processing and Computing
» Topic Editor, Electronics

« Peer Review for the Journals: 1) IEEE Transactions on Circuits and Systems for Video Technology,
2) IEEE Transactions on Circuits and Systems |: Regular Papers, 3) IEEE Transactions on Circuits and
Systems I1: Express Briefs, 4) IEEE Transactions on Computers, 5) IEEE Transactions on Very Large
Scale Integration (VLSI) Systems, 6) IEEE Transactions on Neural Networks and Learning Systems, 7)
IEEE Transactions on Emerging Topics in Computing, 8) IEEE Transactions on Instrumentation &
Measurement, 9) IEEE Transactions on Consumer Electronics, 10) IEEE Transactions on Image
Processing, 11) IEEE Access, 12) IEEE Signal Processing Letters, 13) IEEE Embedded Systems Letters,
14) ACM Transactions on Architecture and Code Optimization, 15) Neurocomputing, 16) IEIE Journal
of Semiconductor Technology and Science

* Peer Review for the Conferences: 1) Conference on Neural Information Processing Systems (NeurlIPS),
2) IEEE International Conference on Machine Learning (ICML), 3) International Conference on
Learning Representations (ICLR), 4) AAAI Conference on Artificial Intelligence (AAAI), 5)
IEEE/CVF Computer Vision and Pattern Recognition Conference (CVPR), 6) CVF/IEEE International
Conference on Computer Vision (ICCV), 7) IEEE International Conference on Computer Design
(ICCD), 8) IEEE International Conference on Artificial Intelligence Circuits and Systems (AICAS), 9)
IEEE International Symposium on Circuits and Systems (ISCAS), 10) IEEE International Symposium
on Embedded Multicore/Many-core Systems-on-Chip (MCSoC), 11) IEEE Asia Pacific Conference on
Circuits and Systems (APCCAYS)

» Organizing/Technical Program Committee (International Conference): 19) International Conf. on
Electronics, Information, and Communication 2024 (TPC Chair), 18) IEEE/IEIE The Sixth
International Conference on Consumer Electronics Asia 2021 (OC Co-Chair), 17) International Conf.
on Electronics, Information, and Communication 2026, 16) 18th IEEE International Symposium on
Embedded Multicore/Many-core Systems-on-Chip (MCSoC 2025), 15) 58th IEEE/ACM International
Symposium on Microarchitecture (MICRO 2025), 14) 2025 IEEE International Conference on
Consumer Electronics — Taiwan (ICCE-TW 2025), 13) The 22th International SoC Design Conference
(ISOCC 2025), 12) 21th IEEE Asia Pacific Conference on Circuits and Systems (APCCAS 2025), 11)
International Conf. on Electronics, Information, and Communication 2025, 10) The 21th International
SoC Design Conference (ISOCC 2024), 9) 29th Asia and South Pacific Design Automation Conference
(ASP-DAC) (Design Contest Chair), 8) 2023-2024 IEEE CASS Student Design Competition, 7) The



20th International SoC Design Conference (ISOCC 2023), 6) IEEE International Symposium on
Integrated Circuits and Systems (ISICAS 2023), 5) International Conf. on Electronics, Information, and
Communication 2023, 4) The 19th International SoC Design Conference (ISOCC 2022), 3) IEEE
International Conference on Artificial Intelligence Circuits and Systems (AICAS) 2022, 2) IEEE Seoul
Section Student Paper Contest 2021, 1) International Conf. on Electronics, Information, and
Communication 2020

» Organizing/Technical Program Committee (Domestic Conference): 16) IEIE Summer Conference
2025 (TPC Chair), 15) The 7th ISE Winter Conference (TPC Chair), 14) The 33th Korean Conference
on Semiconductors (KCS 2026), 13) IEIE SoC Conference 2025, 12) The 32th Korean Conference on
Semiconductors (KCS 2025), 11) The 6th Future and Challenges of Memory-Centric Computers
Workshop, 10) IEIE SoC Conference 2024, 9) The 31th Korean Conference on Semiconductors (KCS
2024), 8) The 5th Future and Challenges of Memory-Centric Computers Workshop, 7) IEIE SoC
Conference 2023, 6) The 30th Korean Conference on Semiconductors (KCS 2023), 5) The 4th Future
and Challenges of Memory-Centric Computers Workshop, 4) The 29th Korean Conference on
Semiconductors (KCS 2022), 3) The 3rd Future and Challenges of Memory-Centric Computers
Workshop, 2) IEIE SoC Conference 2021, 1) IEIE Summer Conf. 2018

* Verification Committee Member, Employment Examination for Seoul Civil Servant

e TF Committee Member, Intelligent Semiconductor Forum

Awards / Honors
» Openedge Technology Award, International SoC Design Conference 2025, Oct. 2025

« Outstanding Achievement Award in Research, Seoul National University of Science and Technology,
2025

« Grand Prize, Haedong Best Paper Award: Journal of Semiconductor Technology and Science, 2025
« |EIE-IEEE Joint Award for Young Scientist and Engineer, IEEE/IEIE, 2025

» Best Paper Award, 2025 IEIE Summer Conference

» Best Paper Award, 2025 IEIE Summer Conference

» Best Paper Award, 2025 IEIE Summer Conference

» Best Paper Award, The 32st Korean Conference on Semiconductors, 2025

» Best Paper Award, The 32st Korean Conference on Semiconductors, 2025

« Grand Prize, LINC 3.0 Project: Industry-Academia Joint Technology Development Initiative, 2025

e Grand Prize (President's Award of the Institute of Information & Communications Technology
Planning & Evaluation), Al Semiconductor Human Resource Development Project, 2025

Best Paper Award Gold Prize, ICEIC, 2025

Best Paper Award, The 7th Winter Conference of the Institute of Semiconductor Engineers, 2025

Best Paper Award, The 7th Winter Conference of the Institute of Semiconductor Engineers, 2025

Best Student Paper Award with Gold Prize, IEEE Seoul Section Student Paper Contest, 2024

Best Student Paper Award with Bronze Prize, IEEE Seoul Section Student Paper Contest, 2024



* Best Student Paper Award with Bronze Prize, IEEE Seoul Section Student Paper Contest, 2024
* Achievement Award, IEIE Semiconductor Society, 2024

» Korea Semiconductor Industry Association President Award, 17th Semiconductor Day Award for
Contributions to the Advancement of the Semiconductor Industry, 2024

« Excellence Award, 2024 SeoulTech-Think Seoul Living Lab Idea Contest, 2024
» Best Paper Award, The 31st Korean Conference on Semiconductors, 2024

« Outstanding Achievement Award in Research, Seoul National University of Science and Technology,
2024

» 2023-2024 Student Design Competition Winner in Seoul Chapter, IEEE Circuits and Systems Society,
2024

* Grand Prize, 29th Asia and South Pacific Design Automation Conference (ASP-DAC2024)
University LSI Design Contest, 2024

» Gold Prize, 29th Asia and South Pacific Design Automation Conference (ASP-DAC2024) University
LSI Design Contest, 2024

» Haedong Young Engineer Award, HAEDONG SCIENCE FOUNDATION, 2023

» Best Student Paper Award with Bronze Prize, IEEE Seoul Section Student Paper Contest, 2023

» Best Student Paper Award with Bronze Prize, IEEE Seoul Section Student Paper Contest, 2023

» Best Student Paper Award with Bronze Prize, IEEE Seoul Section Student Paper Contest, 2023

« Excellence Award, 2023 WISET, IEIE

« Qutstanding Associate Editor Award, IEIE Transactions on Smart Processing and Computing, 2023

e 2022-2023 Student Design Competition Winner in Asia, Australia, and the Pacific, IEEE Circuits
and Systems Society, 2023

Best Student Paper Award with Grand Prize, IEEE Seoul Section Student Paper Contest, 2022

Best Student Paper Award with Bronze Prize, IEEE Seoul Section Student Paper Contest, 2022

» Best Student Paper Award with Bronze Prize, IEEE Seoul Section Student Paper Contest, 2022

» Achievement Award, IEIE, 2021

« First Prize, Haedong Best Paper Award: IEIE Transactions on Smart Processing & Computing, 2021
» Best Paper Award Silver Prize, IEEE/IEIE ICCE-ASIA, 2021

» Outstanding Achievement Award in Education, Seoul National University of Science and Technology,
2020

» Bronze Award, 2020 Al Training Data [Dynamic Object Detection Al Data] Online Hackathon, 2020
» Bronze Award, 2020 Al Training Data [Road Driving Video Al Data] Online Contest, 2020

» Best Paper Award Silver Prize, ICEIC, 2020

» Best Paper Award, Autumn Annual Conference of IEIE, 2019

» Elected as an IEIE new researcher (2017)



* NAVER Best Paper Award, 2017 IEIE Summer Conference
» Excellence Award, 5th SoC Design Competition hosted by SNU SoC Design Technology Center

Lab (Intelligent Digital Systems Design Lab) Status (Sep. 2025)
¢ Ph.D Course: 10, M.S. Course: 14, Research Intern: 4
» Ph.D graduates: 1, M.S. graduates: 18, Undergraduate graduates: 23

International Journal Publications (* : Corresponding Author)
* Submitted

- Inseong Hwang, Ji Hoon Jang, Chaewon Park, and Hyun Kim*, “HERMeS: High-Fidelity and
High-Speed Emulation with a Reconfigurable Framework for DRAM-Based Processing-in-
Memory Systems,” IEEE Transactions on Circuits and Systems 1.

- Gilhyeon Lee, Seonggeun Kim, Dongjun Lee, Kyungmin Goh, and Hyun Kim*, “Towards Efficient
Language Giants: A Comprehensive Survey on Structural Optimizations and Compression
Techniques for Large Language Models,” Neural Networks.

- Youngchan Kim, Seokkyu Yoon, Sungsoo Han, Chaewon Park, Junoh Park, Junha Go, and Hyun
Kim*, “Accelerating Language Giants: A Survey of Optimization Strategies for LLM Inference on
Hardware Platforms,” Journal of Systems Architecture.

- Huibeom Kang, Dahun Choi, and Hyun Kim*, “LiGHt-ViT: Quantization-Aware Linear and
Grouped Hybrid Attention Mechanisms for Boosting Vision Transformers,” IEEE Transactions on
Multimedia.

- Seungil Lee and Hyun Kim*, “Trust-DETR: Enhancing Token Sparsity in Transformer-Based
Object Detection Using Aleatoric and Epistemic Uncertainty Metrics,” IEEE Transactions on
Multimedia.

- Inseong Hwang, Ji Hoon Jang, and Hyun Kim*, “Where Do Memory Bottlenecks Occur During
DNN Inference? An Architectural Analysis for PIM Design,” Journal of Parallel and Distributed
Computing

- Soomin Kim, Yeji Lee, Chan-Gi Yook, Inseong Hwang, Wonbo Shim, Hyun Kim, and Seongjae
Cho*, “Asymmetric Vertically-Layered Ultra-Thin All-Si Channel Two-Transistor Dynamic
Random-Access Memory for Processing-in-Memory Application,” SusMat.

- Sangbeom Jeong, Seungil Lee, and Hyun Kim*, “GQ-Train: Gradient Quantization-Aware CNN
Training with Adaptive Thresholding and Hardware-Friendly Stochastic Rounding Unit,” IEEE
Transactions on Multimedia.

- Kwanghyun Koo, Sunwoong Kim, and Hyun Kim*, “SPEED: Structured Kernel Block Pruning
with Filter Groups for Efficient and Elastic SW-HW Co-Design in FPGA-Based CNN Accelerators,”
Neurocomputing.

- Sungrae Kim, Sungho Suh, and Hyun Kim*, “A groundbreaking hybrid intelligence model for stock
price prediction: Synergizing logistic regression for long positions with a multilayer perceptron
classifier for short positions,” Expert Systems.

- NamJoon Kim, Beom Jin Kang, Hae In Lee, Seokkyu Yoon, Youngchan Kim, Sungsoo Han, Seok-



10.

11.

12.

Bum Ko, and Hyun Kim*, “FLASH: Energy-Efficient FPGA Acceleration via Linear
Approximation and Streamlined Two-Stage Pipeline Architectures for Quantized CNN-
Transformer Hybrid Networks,” IEEE Transactions on Neural Networks and Learning Systems.

Gilhyeon Lee, Inseong Hwang, Junghyeok Lee, Jihoon Jang, and Hyun Kim*, “SPARE: Sparsity-
Preserving Attention Replacement for Efficient PIM-based LLM Inference,” IEEE Transactions on
Computers.

Gilha Lee, Seungil Lee, and Hyun Kim*, “SCORE: Similarity-Aware Contextual Overlap-
Redundancy Eviction for Efficient KV Cache Compression in LLMs,” IEEE Transactions on
Multimedia.

Published (Sort by publication date)

Junha Go, Dongjun Lee, Youngchan Kim, and Hyun Kim*, “AUTO-Accel: A SW/HW Co-Design
Framework with Adaptive Unified Buffer Mapping and Power-of-Two Quantization for FPGA-
Based Object Detection Accelerators,” Journal of Real-Time Image Processing.

Youngchan Kim, Nam Joon Kim, and Hyun Kim*, “FAB: FPGA-Accelerated Fully-Pipelined
Bottleneck Architecture with Batching for High-Performance MobileNetv2 Inference,” IEEE
Transactions on Circuits and Systems I, Vol. 72, No. 11, pp. 6615-6628, Nov. 2025.

Hyeonseok Hong and Hyun Kim*, “VFT: A Versatile Fine-Tuning Scheme based on Feature
Distribution-aware Knowledge Distillation for Lightweight Convolutional Neural Networks,”
Engineering Applications of Artificial Intelligence, Vol. 159, 111597, Nov. 2025.

Gilha Lee, Jin Shin, and Hyun Kim*, “VFF-Net: Evolving Forward-Forward Algorithms into
Convolutional Neural Networks for Enhanced Computational Insights,” Neural Networks, Vol. 190,
107696, Oct. 2025.

Juntae Park, Dahun Choi, and Hyun Kim*, “RADAR: An Efficient FPGA-based ResNet
Accelerator with Data-Aware Reordering of Processing Sequences,” Journal of Semiconductor
Technology and Science.

Muhammad Yasir Siddiqui and Hyun Kim*, “BN-SNN: Spiking neural networks with bistable
neurons for object detection,” PLOS ONE, Vol. 20, No. 7, e0327513, Jul.2025.

Muhammad Yasir Siddiqui and Hyun Kim, “Attention-Based Deep Feature Aggregation Network
for Skin Lesion Classification,” Electronics, Vol. 14, No. 12, 2364, Jun. 2025.

Seungyong Lee, Sanghyun Lee, Minseok Seo, Chunmyung Park, Woojae Shin, Hyuk-Jae Lee, and
Hyun Kim*, “NPC: A Non-conflicting Processing-in-memory Controller in DDR Memory Systems,”
IEEE Transactions on Computers, Vol. 74, No. 3, pp. 1025-1039, Mar. 2025.

Muhammad Yasir Siddiqui and Hyun Kim*, “Lightweight Deepfake Detection based on Multi
Feature Fusion,” Applied Sciences, Vol. 15, No. 4, p. 1954, Feb. 2025.

Seung-Hwan Bae, Hyuk-Jae Lee, and Hyun Kim*, “MCM-SR: Multiple Constant Multiplication-
based CNN Streaming Hardware Architecture for Super-Resolution,” IEEE Transactions on Very
Large Scale Integration (VLSI) Systems, Vol. 33, No. 1, pp. 75-87, Jan. 2025.

Inseong Hwang, Junghyeok Lee, Huibeom Kang, Gilhyeon Lee, and Hyun Kim*, “Survey of CPU
and Memory Simulators in Computer Architecture: A Comprehensive Analysis Including Compiler
Integration and Emerging Technology Applications,” Simulation Modeling Practice and Theory,
Vol. 138, pp. 103032-103046, Jan. 2025.

Dahun Choi, Juntae Park, and Hyun Kim*, “HLQ: Hardware-Friendly Logarithmic Quantization



13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24,

25.

26.

Aware Training for Power-Efficient Low-Precision CNN Models,” IEEE Access, Vol. 12, pp.
159611-159621, 2024.

Hyeonseok Hong, Dahun Choi, Nam Joon Kim and Hyun Kim*, “Mobile-X: Dedicated FPGA
Implementation of the MobileNet Accelerator Optimizing Depthwise Separable Convolution,”
IEEE Transactions on Circuits and Systems I1: Express Briefs, Vol. 71, No. 11, pp. 4668-4672, Nov.
2024.

Beomjin Kang, Haein Lee, Seokkyu Yoon, Youngchan Kim, Sangbeom Jeong, Seongjun O, and
Hyun Kim*, “A Survey of FPGA and ASIC Designs for Transformer Inference Acceleration and
Optimization,” Journal of Systems Architecture. Vol. 155, pp. 103247-103264, Oct. 2024.

Jong Ho Lee and Hyun Kim*, “DCT-VIiT: High-Frequency Pruned Vision Transformer with
Discrete Cosine Transform,” IEEE Access, Vol. 12, pp. 80386-80396, 2024.

Kwanghyun Koo, Seungil Lee, Jong Ho Lee, Gilha Lee, Sangbeom Jeong, Seong Jun O, and Hyun
Kim*, “Vision Transformer Models for Mobile/Edge Devices: A Survey,” Multimedia Systems, Vol.
30, No. 109, pp. 1-18, Apr. 2024.

Dahun Choi, Hyunseock Hong, Namjoon Kim, Haein Lee, Beomjin Kang, Huibeom Kang, and
Hyun Kim*, “A Survey of CNN Accelerators on FPGA Platforms: Architectures and Optimization
Techniques,” Journal of Real-Time Image Processing, Vol. 21, No. 64, pp. 1-21, Mar. 2024.

Dayoung Chun, Seung Il Lee, and Hyun Kim*, “Uncertainty-based One-phase Learning to Enhance
Pseudo Label Reliability for Semi-supervised Object Detection,” IEEE Transactions on Multimedia,
\ol. 26, pp. 6336-6347, 2024.

Nam Joon Kim and Hyun Kim*, “Trunk Pruning: Highly Compatible and Versatile Channel Pruning
Without Fine-Tuning,” IEEE Transactions on Multimedia, Vol. 26, pp. 5588-5599, 2024.

Jeong Jun Lee and Hyun Kim*, “Multi-step Training Framework Using Sparsity Training for
Efficient Utilization of Accumulated New Data,” IEEE Access, Vol. 11, pp. 129613-129622, 2023.

Kwanghyun Koo and Hyun Kim*, “V-SKP: Vectorized Kernel-based Structured Kernel Pruning for
Accelerating Deep Convolutional Neural Networks,” IEEE Access, Vol. 11, pp. 118547-118557,
2023.

Nam Joon Kim and Hyun Kim*, “FP-AGL: Filter Pruning with Adaptive Gradient Learning for
Accelerating Deep Convolutional Neural Networks,” IEEE Transactions on Multimedia, Vol. 25,
pp. 5279-5290, 2023.

Ji Hoon Jang, Jin Shin, Juntae Park, Inseong Hwang, and Hyun Kim*, “An In-depth Survey of
Processing-in-Memory Architectures for Deep Neural Networks,” Journal of Semiconductor
Technology and Science, Vol. 70, No. 10, pp. 3882-3886, Oct. 2023.

Subin Ki, Juntae Park, and Hyun Kim*, “Dedicated FPGA Implementation of the Gaussian
TinyYOLOv3 Accelerator,” IEEE Transactions on Circuits and Systems I1: Express Briefs, Vol. 70,
No. 10, pp. 3882-3886, Oct. 2023.

Jin Shin, Jong Ho Lee, and Hyun Kim*, “LL-FMC: Low-latency Frame Memory Compression
Scheme with High Reconstructed Quality,” IET Electronics Letters, Vol. 59, No. 14, pp. e12893,
Jul. 2023.

Dayoung Chun, Jiwoong Choi, Hyuk-Jae Lee, and Hyun Kim*, “CP-CNN: Computational
Parallelization of CNN-based Object Detectors in Heterogeneous Embedded Systems for
Autonomous Driving,” IEEE Access, Vol. 11, pp. 52812-52823, May 2023.



27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

Hyokeun Lee, Seungyong Lee, Byeongki Song, Moonsoo Kim, Seokbo Shim, Hyuk-Jae Lee, and
Hyun Kim*, “An In-Module Disturbance Barrier for Mitigating Write Disturbance in Phase-Change
Memory,” IEEE Transactions on Computers, Vol. 72, No. 4, pp. 1150-1162, Apr. 2023.

Jongho Lee and Hyun Kim*, “Discrete Cosine Transformed Images Are Easy To Recognize in
Vision Transformer,” IEIE Transactions on Smart Processing & Computing, Vol. 12, No. 1, pp. 48-
54, Feb. 2023.

Jeong Jun Lee and Hyun Kim*, “Versatile Kernel Reactivation for Deep Convolutional Neural
Networks,” IET Electronics Letters, Vol. 58, No. 19, pp. 723-725, Sep. 2022.

Jiwoong Choi, Dayoung Chun, Hyuk-Jae Lee, and Hyun Kim*, “Efficient Object Detection
Acceleration Methods for Autonomous-Driving Embedded Platforms,” IEIE Transactions on Smart
Processing & Computing, Vol. 11, No. 4, pp. 255-261, Aug. 2022.

Hyokeun Lee, Hyuk-Jae Lee, and Hyun Kim*, “A Read Disturbance Tolerant Phase Change
Memory System for CNN Inference Workloads,” Journal of Semiconductor Technology and
Science, Vol. 22, No. 4, pp. 216-223, Aug. 2022.

Hyun Kim*, “Review of Optimal Convolutional Neural Network Accelerator Platforms for Mobile
Devices,” Journal of Computing Science and Engineering, Vol. 16, No. 2, pp. 113-119, Jun. 2022.

Moonsoo Kim, Hyokeun Lee, Hyun Kim*, and Hyuk-Jae Lee, “WL-WD: Wear-Leveling Solution
to Mitigate Write Disturbance Errors for Phase-Change Memory,” IEEE Access, Vol. 10, pp. 11420-
11431, Jan. 2022.

Jeong Jun Lee, Ji Hoon Jang, Jin Hong Lee, Dayoung Chun, and Hyun Kim*, “CNN-based Mask-
Pose Fusion for Detecting Specific Persons on Heterogeneous Embedded Systems,” IEEE Access,
Vol. 9, pp. 120358-120366, Sep. 2021.

Jin Shin and Hyun Kim*, “RL-SPIHT: Reinforcement Learning based Adaptive Selection of
Compression Ratio for 1-D SPIHT Algorithm,” IEEE Access, Vol. 9, pp. 82485-82496, Jun. 2021.

Duy Thanh Nguyen, Hyun Kim*, and Hyuk-Jae Lee, “Layer-specific Optimization for Mixed Data
Flow with Mixed Precision in FPGA Design for CNN-based Object Detectors,” IEEE Transactions
on Circuits and Systems for Video Technology, Vol. 31, No. 6, pp. 2450-2464, Jun. 2021.

Seungyong Lee, Hyokeun Lee, Hyuk-Jae Lee, and Hyun Kim*, “Evaluation of Various Workloads
in Filebench Suitable for Phase-Change Memory,” IEIE Transactions on Smart Processing &
Computing, Vol. 10, No. 2, pp. 160-166, Apr. 2021.

Duy Thanh Nguyen, Hyun Kim*, and Hyuk-Jae Lee, “An Approximate DRAM Design with an
Adjustable Refresh Scheme for Low-Power Deep Neural Networks,” Journal of Semiconductor
Technology and Science, Vol. 21, No. 2, pp. 134-142, Apr. 2021.

Quan-Dung Pham, Xuan Truong Nguyen, Khac-Thai Nguyen, Hyun Kim*, and Hyuk-Jae Lee,
“MLS: An MAE-aware LiDAR sampling framework in On-road Environments using Spatio-
Temporal information,” IEEE Sensors Journal, Vol. 21, No. 7, pp. 9389-9401, Apr. 2021.

Moonsoo Kim, Juhan Lee, Hyun Kim*, and Hyuk-Jae Lee, "An Optimal On-Demand Scrubbing
Solution for Read Disturbance Errors in Phase-Change Memory,” IEIE Transactions on Smart
Processing & Computing, Vol. 10, No. 1, pp. 55-60, Feb. 2021.

Sungrae Kim and Hyun Kim*, “Zero-Centered Fixed-Point Quantization with Iterative Retraining
for Deep Convolutional Neural Network-Based Object Detectors,” IEEE Access, vol. 9, pp. 20828-
20839, 2021.



42.

43.

44,

45,

46.

47.

48.

49.

50.

ol.

52.

53.

54.

55.

Xuan Truong Nguyen, Hyun Kim, and Hyuk-Jae Lee*, “An Efficient Sampling Algorithm with K-
NN Expanding Operator for Depth Data Acquisition in a LIDAR System,” IEEE Transactions on
Circuits and Systems for Video Technology, Vol. 30, No. 12, pp. 4700-4714, Dec. 2020.

Xuan Truong Nguyen, Tuan Nghia Nguyen, Hyuk-Jae Lee, and Hyun Kim*, "An Accurate Weight
Binarization Scheme for CNN Object Detectors with Two Scaling Factors," IEIE Transactions on
Smart Processing & Computing, Vol. 9, No. 6, pp. 413-419, Dec. 2020.

Hyokeun Lee, Hyunmin Jung, Hyuk-Jae Lee, and Hyun Kim*, "Bit width Reduction of Write
Counters for Wear Leveling in a Phase-Change Memory System,” IEIE Transactions on Smart
Processing & Computing, Vol. 9, No. 5, pp. 413-419, Oct. 2020.

Xuan Truong Nguyen, Hyun Kim*, and Hyuk-Jae Lee, “A Gradient-Aware Line Sampling
Algorithm for LIiDAR Scanners,” IEEE Sensors Journal, Vol. 20, No. 16, pp. 9283-9292, Aug. 2020.

Duy Thanh Nguyen, Nguyen Huy Hung, Hyun Kim*, and Hyuk-Jae Lee, “An Approximate
Memory Architecture for Energy Saving in Deep Learning Applications,” IEEE Transactions on
Circuits and Systems I, Vol. 67, No. 5, pp. 1588-1601, May 2020.

Jinwoo Park, Hyokeun Lee, Boyeal Kim, Dong-Goo Kang, Seung Oh Jin, Hyun Kim*, and Hyuk-
Jae Lee, “A Low-Cost and High-Throughput FPGA Implementation of the Retinex Algorithm for
Real-time Video Enhancement,” IEEE Transactions on Very Large Scale Integration (VLSI)
Systems, Vol. 28, No. 1, pp. 101-114, Jan. 2020.

Hyokeun Lee, Moonsoo Kim, Hyunchul Kim, Hyun Kim*, and Hyuk-Jae Lee, “Integration and
Boost of Read-Modify-Write Module in Phase Change Memory System,” IEEE Transactions on
Computers, Vol. 68, No. 12, pp. 1772-1784, Dec. 2019.

Xuan Truong Nguyen, Khac-Thai Nguyen, Hyun Kim*, and Hyuk-Jae Lee, “ROIl-based LiDAR
Sampling Algorithm in On-road Environment for Autonomous Driving,” IEEE Access, Vol. 7, No.
1, pp. 90243-90253, Dec. 20109.

Moonsoo Kim, Jungwoo Choi, Hyun Kim*, and Hyuk-Jae Lee, “An Effective DRAM Address
Remapping for Mitigating Rowhammer Errors,” IEEE Transactions on Computers, Vol. 68, No. 10,
pp. 1428-1441, Oct. 2019.

Duy Thanh Nguyen, Tuan Nghia Nguyen, Hyun Kim*, and Hyuk-Jae Lee, “A High-Throughput
and Power-Efficient FPGA Implementation of YOLO CNN for Object Detection,” IEEE
Transactions on Very Large Scale Integration (VLSI) Systems, Vol. 27, No. 8, pp. 1861-1873, Aug.
2019.

Jiwoong Choi, Boyeal Kim, Hyun Kim*, and Hyuk-Jae Lee, “A High-Throughput Hardware
Accelerator for Lossless Compression of a DDR4 Command Trace,” IEEE Transactions on Very
Large Scale Integration (VLSI) Systems, Vol. 27, No. 1, pp. 92-102, Jan. 2019.

Hyun Kim, Albert No, and Hyuk-Jae Lee, “SPIHT Algorithm with Adaptive Selection of
Compression Ratio Depending on DWT Coefficients,” IEEE Transactions on Multimedia, Vol. 20,
No. 12, pp. 3200-3211, Dec. 2018.

Hyun Kim, Hyuk-Jae Lee, and lk-joon Chang, “Optimal Selection of SRAM Bit-Cell Size for
Power Reduction in Video Compression,” IEEE Journal on Emerging and Selected Topics in
Circuits and Systems, \Vol. 8, No. 3, pp. 431-443, Sep. 2018.

Konstantin Bick, Duy Thanh Nguyen, Hyuk-Jae Lee, and Hyun Kim*, “Fast and Accurate Memory
Simulation by Integrating DRAMSiIm2 into McSimA+,” MDPI Electronics, Vol. 7, No. 8, 152, Aug.
2018.



56.

57.

58.

59.

60.

61.

Xuan Truong Nguyen, Hyun Kim*, and Hyuk-Jae Lee, “A Low-cost Hardware Design of a 1D
SPIHT Algorithm for Video Display Systems,” IEEE Transactions on Consumer Electronics, Vol.
64, No. 1, pp. 44-52, Jan. 2018.

Xuan Truong Nguyen, Dinh Van Luan, Hyun Kim*, and Hyuk-Jae Lee, “A High-Definition LIDAR
System Based on Two-Mirror Deflection Scanners,” IEEE Sensors Journal, Vol. 18, No. 2, pp. 559-
568, Jan. 2018.

Hyun Kim and Hyuk-Jae Lee, “A Low-Power Surveillance Video Coding System with Early
Background Subtraction and Adaptive Frame Memory Compression,” IEEE Transactions on
Consumer Electronics, Vol. 63, No. 4, pp. 359-367, Nov. 2017.
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2019\ %= thghdA-g8t3] shA|E &St 3], Jun. 2019.

A AAH, 715R, FAAS, Ak, 7E, “Letterbox Zkoll WS YOLOV3
B4 720199 % thEHA A}a-8k3] 8} A 23Skt 3], Jun. 2019.

113 A, oled, AdsE, HAS, Aoy, Ad, “x&538 dolHAS 83
FEYE YOLOV3 ¢ugE A% B4 201905 oshdxaat3] slAE3 st 3,
Jun. 2019

, A&, “Write Disturbance ErrorE 3133t PRAM Wear-
gk 2}-5-3k3] SFA|F skt 3], Jun. 2019.

115. ola<t, Ad, oy, “w4 Ad gt dre Al~gS 93 Read-Modify-

oo
2
d



Write 259 A3}, 2019d % otz x}-g3t3] oA e 3], Jun. 2019.

116. Xuan Truong Nguyen, Quan Dung Pham, Hyun Kim, and Hyuk-Jae Lee, "An Object-
boundary-aware Scanning Policy for a LiDAR System," 2019\ %= th3h 4 2} 3-8} 3] &} A% g8}
<) 2], Jun. 2019.

117. Duy Thanh Nguyen, Seungwan Baek, Hyun Kim, “A fine-grained refresh scheme for a
DRAM power reduction in deep learning application,” 2018\ = tjj 31 x}-&-8} 3] &} A £ g8t
<1 3, Jun. 2018,

118. Tuan Nghia Nguyen, Duy Thanh Nguyen, Hyun Kim, “QYOLO: A hardware design of
quantized neural networks for low cost object detection,” 20183 %= t] 3+4 x}-5-8}+3] o} A 55
gt 3], Jun. 2018.

119. Thai K. Nguyen, Xuan Truong Nguyen, Hyun Kim, “Distribution of LIDAR sampling
budget within an ROI using semantic information,” 2018'd &= th 34 283} 3] s} A F3Heh<
3], Jun. 2018.

120. Xuan Truong Nguyen, Hyun Kim, “Nearly-lossless compressive sampling algorithm for
depth data acquisition systems,” 20183 %= o] 3+A x}-&-8}1 3] &} A F5Fske 3], Jun. 2018.

121. Nguyen Huy Hung, Duy Thanh Nguyen, Hyun Kim, “Bit Transpose Unit Design for
Approximate Memory Architecture,” 2018\ &= t -4 #}-g-8}3] 3} A £ &8kt 3], Jun. 2018.

122. AR, X4, 7139, “DDR4 W22 Command Hlo|E 9] =& S 93k 4
Ae] 71,7 2018 = EH?‘“*XP‘?”ﬁ S} A& 38t ol 3], Jun. 2018.

123. olF=gt, HEfA, o]+t A&, “Hitje IYFE fsk EAkdd W& 434 Guided
Image Filter,” 2018'd &= o) §H7d )-8} 3] 3} 7| 5 &8l &, Jun. 2018.

124, 494, A4, 432 HEVC FE3t71E 918 st 1F SR =0] aid A

20181 % djghd 288t 3] oF A F§eE ) 3], Jun. 2018,

H

125. 4 Ag, A9, “FPGA W WEegE o] &3 a&2el 2ol g™
7] 7-91,7 2018 &= v 9hd A 8k3] Sk A 9k Sk<= Tl 3], Jun. 2018
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N

126. ola+t, ¥, A4, “Memory CollisionS WA 8} 3| ~E15 7|QF tIH] = gk
d daElEe] AAZ FPGA &, 2018 % Ul gt AlEets] SHAlE st s

127. NES o)&, 73, “Write Disturbance ErrorS Z0]7] 93 a-8%¢ PRAM
Wear-Leveling &aLe]&,” 2018\ = ) -4 258} 3] 3} A% &3h<=th 3], Jun. 2018.

128. ol x&, AES, olat, Ad, “PRAM =0l A3+ Rejuvenator +&,” 20183
T st a3e3] shAlE ekl 3], Jun. 2018.

129. W29, Ad, “olwA A st=do]E §1% LUT 71 AFAly 3 74,
20181 %= o ghd 2p2-2}3] &} Al gtk o 3], Jun. 2018.

130. A7, Ad, o] A, “GPGPUSImT} HotspotS ©]-&-%+ High Bandwidth Memory 2]
3D =& E3F AlEdold,”2018d = gk Al 53] sHAF %igﬂm Jun. 2018.

131. Konstantin Bick, A&, “CNN &118]5S 913 CPU 7|vk WA Zg]uf|d 7|9



3] sA1F g+ 3], Jun. 2018.

132. o] 43, olFd, &, olt%F, “1-D 4 Convolution FilterS ©]-&3+ Super
Resolution-§- Streaming "% CNN 3sl=9]o] 24 3}” 2018 %= o g 2b+-23] &} AlE 3
gt 3], Jun. 2018.

201813 &= off gkA =}
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o

133. Ad, oA, “dd Al & WAl 2 7k @A A A= T 20179 =
gk 28k 3] s A& Sk th 2], Jun. 2017. (Invited)

134, <AED, Dbl A9, o], “Two-mirror FHF 2~/ E o] &3 s
% LIDAR A 2# 7 20179 % thakA 2383 o} A =askt)3], Jun. 2017.

135. Duy Thanh Nguyen, Hyun Kim, and Hyuk-Jae Lee, “Hardware platform for functional
verification of low power approximate memory architecture design,” SoC 3}<=tl] 3], May 2017.

136. 8, o)8A, “E2 A4S nHd AAE I A Ao HAs)” 20159 =
o gk 2p8F3] 7] <=t 3], Nov. 2015.

44, olF, o8, “BF A5 71Nl 4T vlulel w3k A+ A163] Hdx}

1= ’
4184l <] 3], Dec. 2014.
138. Nguyen Xuan Truong, Hyun Kim, and Hyuk-Jae Lee, “A cost-effective design of a SPIHT-

based compression algorithm,” 20143 &= tf 8- x}-8- 8} 3] 3} A £ g8kl 3], Jun. 2014.

139. Ad, A4, olgA, “IdF EHS 13 A8 H264/AVC LaElE 2F 9]
X3} 2013 = o 3kA =} 8ts] F=A| skl 3], Nov. 2013,
140. A8, olf2, olgA, “UIH AHES LI Ty vEY &F &8 P
20111 = o et =313 ShA| St 3], Jun. 2011.
141 18, ol AL, oA, “AAEH H.264/AVC ANFZHE Y3t 7] A7 B AA”
20101 = o shd 2}t 3] SHA|S el &, Jun. 2010.
142. AY 4, olas, 835, oA, A3, olgA, “&gtol 2 Bl Ao 585 HH
o] 83+ H.264/AVC ¢lF 9 =¢ 101‘3,” 2010 = thetdApasts] A Eg et E

A L. o8, “st=9o] 78 H.264/AVC H-57]¢] A E
g2 o & 2% &g, 20100 = o gkA #FEetE] &A1 F 3 e o &, Jun. 2010.

Book Chapters

1. Hyun Kim et al., “Al System Semiconductor Application Specialist Academy & Certificate Test:
Part 17

2. Hyuk-Jae Lee, Hyun Kim, and Chae Eun Rhee, “Chapter 5. E-R-D Optimization in Video
Compression,” “Theory and Applications of Smart Cameras” by Springer, pp. 88-114, Jul. 2015.
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Hyun Kim, Hyokeun Lee, Seungyong Lee, Hyuk-Jae Lee, “MITIGATING WRITE
DISTURBANCE ERRORS OF PHASE-CHANGE MEMORY MODULE,” 1]=, A 23}87| &
et abstdEa/edistn abetgE e, 17/371,872, 2022 10€  4Y(5E,
US11462266B1).

a9, A, tHed UEAAe] 29 2R s e, eyl sl Abe)
¥ 9t 10-2020-0189752, 2022\ 8¥ 12% (55, 10-2433840).

Hyun Kim, Hyokeun Lee, Moonsoo Kim, Hyuk-Jae Lee, “SEMICONDUCTOR MEMORY
DEVICE PERFORMING COMMAND MERGE OPERATION AND OPERATION METHOD
THEREOF” W=, Al&distul ety ed, 16/664,248, 2021 79 6Y(eF
US11055025B2).

Hyun Kim, Duy Thanh Nguyen, Boyeal Kim, Ik-joon Chang, Hyuk-Jae Lee, “APPROXIMATE
MEMORY ARCHITECTURE AND DATA PROCESSING APPARATUS HAVING THE SAME,”
n=k Mg oetw Abehe vk 16/539,313, 2021 29 9% (55, US10916291B2).

Hyun Kim, Jiwoong Choi, Boyeal Kim, Hyuk Jae Lee, Junseo Lee, Changmin Kwak, Youngdoo
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PCT/KR2025/095257, 20251 49 224 (&4).
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Hyun Kim, Ji Hoon Jang, “ELECTRONIC DEVICE FOR PERFORMING PREFETCHER
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MEMORY AND METHOD FOR OPERATION THEREOF,” PCT, A% }38}7] <o 8t A+8}
3 ¥tk PCT/KR2023/000841, 20231 1Y€ 189 (=9).

Hyun Kim, Seung 1l Lee, “ELECTRONIC DEVICE FOR PROCESSING LEARNING DATA IN
NEURAL NETWORK MODEL USING UNCERTAINTY VALUE AND METHOD FOR
OPERATION THEREOF,” PCT, Al&#3d7|<ulglu 2Hara Etk PCT/KR2023/000832,
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Technology Transfer

1. Hyun Kim, “GW2110-Based Vision Task SW Solution and Al Semiconductor Education Tutorial,”
GWANAK ANALOG, 24-Nov-2024.

Invited Talks

e (04 December 2025) “Green Al at Scale: Energy-Efficient Al Semiconductors Unleash LLM
Innovation,” The 5th Digital Transformation Megatrend Conference.

(03 December 2025) “Revolutionizing On-Device Al: Designing Optimal Hardware Accelerator
Platforms for On-Device Computing,” Expert Invited Talk in Samsung Advanced Institute of
Technology (SAIT)

(05 November 2025) “Al on Silicon: From Algorithms to Chips,” Expert Invited Talk in Hanyang
University.

(22 October 2025) “From Al Models to Silicon: Algorithm—Architecture-Memory Co-Design for
Power-Efficient Al Accelerators,” 2025 The Korean Physical Society Fall Meeting.

(29 September 2025) “Fundamentals of Al Semiconductors,” Expert Invited Talk in University of
Seoul.

e (10 September 2025) “Al Semiconductor Design and Application,” Convergence Open Sharing
System for Semiconductor Materials, Parts and Equipment: A Conversation with a Semiconductor
Luminary.

(8 August 2025) “Recent Trends in Hardware-Software Co-Design for On-Device Al Acceleration,”
2025 The Korean Institute of Broadcast and Media Engineers Summer Workshop.

(22 May 2025) “Realizing On-Device Al: Domain-Specific Al Acceleration and Optimization for



Edge/Mobile Devices,” 2025 On-device Al Semiconductor Workshop.

e (17 April 2025) “Optimized Lightweight Mobile Self-Learning Technology and Dedicated
Acceleration IP Solution for On-Device Al,” 2025 Software Convergence Symposium (SWCS 2025).

« (20 March 2025) “Development of Lightweight Mobile Self-Learning Technology and Dedicated
Acceleration IP,” Expert Invited Talk in Korea Electronics Technology Institute.

¢ (12 November 2024) “Design and Optimization of Dedicated Accelerators for On-Device Al,” 2024
Next-Generation System Semiconductor Design Professional Training Project Workshop.

¢ (11 October 2024) “Revolutionizing On-Device Al: Designing Optimal Accelerator Platforms for
On-Device Computing,” Intelligent Semiconductor Workshop.

* (30 August 2024) Hyun Kim, “SOTA Technology Trends in Artificial Intelligence Semiconductor
Systems,” Expert Invited Talk in Korea University.

e (10 July 2024) Hyun Kim, "Digital Systems Design of Al Accelerators for Mobile Devices," Expert
Invited Talk in Korea National University of Transportation.

e (25 June 2024) Hyun Kim, “Dedicated Hardware Platform Technology for On-Device Al
Acceleration,” National Strategic Technology Briefing and Consultation.

* (29 February 2024) Hyun Kim, “SOTA Technology Trends in Artificial Intelligence Semiconductor
Systems,” Expert Invited Talk in Korea National University of Transportation.

e (29 February 2024) Hyun Kim, “Al Benchmark Framework ,” Expert Invited Talk in Ewha Womans
University.

¢ (01 November 2023) Hyun Kim, “Al Optimization & Al Accelerator Design for Mobile Devices,”
Al Technology Transfer Briefing Session.

* (24 November 2022) “System Semiconductor R&D Items - Mobile/Home Appliances,” Public
Hearing to Discover System Semiconductor R&D Promising Items.

* (3 August 2022) “Digital Systems Design of Al Accelerators for Mobile Devices, ” 2022 Summer
Camp in Artificial Intelligence Semiconductor Convergence Training Center.

* (2 June 2022) “Design of Optimal Al Accelerator Platforms for Mobile Devices,” Expert Invited Talk
in Incheon National University.

* (13 April 2022) “Design of Mobile Al Accelerator Platforms,” Expert Invited Talk in University of
Seoul.

* (16 November 2021) “Towards Optimal Mobile Al Accelerator Platforms,” Expert Invited Talk in
Seokyeong University.

» (15 October 2021) “Towards Smarter Al Platforms: Design of Self-Learnable Mobile Al Accelerator
Platforms for Autonomous Driving,” Technical Lecture of Institute of Korean Electrical and Electronics
Engineers.

» (8 October 2021) “Implementation of Optimal CNN Accelerators for Mobile Devices: Algorithm,
Architecture, and Memory System Co-Design,” Special Session of 18th International SoC Design
Conference (ISOCC 2021).

e (15 September 2021) “Overview of Mobile Al Accelerators,” CENTRAS.

e (19 August 2021) “Implementation of Self-Learnable Mobile Al Accelerator Platforms for
Autonomous Driving, ” Emerging Technology in Electrical and Computer engineering Talks (e-TEC



Talks) at Seoul National University Summer 2021.

* (18 August 2021) “Digital Systems Design of Al Semiconductors for Mobile Devices, ” 2021
Summer Camp in Artificial Intelligence Semiconductor Convergence Training Center.

¢ (20 July 2021) “Digital Systems Design of Al Semiconductor,” Hanyang University IDEC Seminar.

e (08 July 2021) “Co-designing Architectures, Algorithms, and Memory Systems for Mobile Al
Accelerators,” 2021 SoC Workshop and Industry-Academic Exchange Meeting.

e (29 April 2021) “Overview, Necessity, and Research Trend of Mobile Al Accelerators,” Korea
Industrial Education Institute Seminar on Technology Development, Competitiveness, and Market
Analysis in Three Strategic Areas of System Semiconductor.

e (08 February 2021) “Co-designing Architectures, Algorithms, and Memory Systems for Al
Accelerators,” Sunmoon University Fourth Industrial Revolution Seminar.

e (27 January 2021) “Implementation of Dedicated Hardware Accelerator for Convolutional Neural
Networks Based on Architecture, Algorithm and Memory System Co-Design,” Jeonbuk National
University IT Convergence Research Center Seminar.

e (25 January 2021) “Co-designing Architectures, Algorithms, and Memory Systems for Deep
Learning Hardware Accelerators,” The 28th Korean Conference on Semiconductors.

e (25 September 2020) “Optimization and Application of Al Semiconductor,” Hanyang University
IDEC Seminar.

* (27 August 2020) “Deep Learning Accelerator Design and Its Application,” 2020 Summer Camp in
Artificial Intelligence Semiconductor Convergence Training Center.

* (22 July 2020) “Deep Learning Architecture Design and Applications: Deep Learning Accelerator
Design and Applications,” Summer Workshop in Institute of Korean Electrical and Electronics
Engineers.

e (14 July 2020) “Deep Learning Accelerator Design: Accelerator & Memory Design for DNN and Its
Application,” Gwangwoon University IDEC Seminar. 14 July 2020.

* (28 November 2019) “Camera-based Accurate and Fast Object Detector Using Localization
Uncertainty for Autonomous Driving,” Seoul National University BK21+ Inter-university
Semiconductor Research Center Joint Seminar.

e (17 July 2019) “SoC Design for Deep Learning Accelerator : Deep Learning Hardware Accelerator
Design for Autonomous Driving,” Gwangwoon University IDEC Seminar.

e (8 April 2019) “Al Accelerator design & lab,” Hanyang University IDEC Seminar.

e (18 December 2018) “Deep Learning-based Image Processing for Autonomous Driving,” System
Semiconductor Technology Exchange Meeting.

(4 December 2018) “Efficient Memory Design for Deep Neural Network and Its Application,” 2"
Expert Invited Talk in Seokyeong University.

* (27 November 2018) “Hardware IP / SoC Design for Deep Neural Network and Its Application,” 1%
Expert Invited Talk in Seokyeong University.

e (24 October 2018) “Hardware IP / SoC Designs for Autonomous Driving based on Deep Neural
Networks,” 1%t Semiconductor Industry-Academia Workshop

e (25 July 2018) “Hardware IP / SoC Designs for Low-Complexity Multimedia Processing and Its



Application Systems,” Hyundai Motors Open R&D Seminar.

* (24 November 2017) “Low Power Memory Architecture for Deep Learning Hardware based on
Approximation and Compression,” 2017 IEIE Fall Conference.

e (30 June 2017) “Implementation of Image Processing and Machine Learning based Video
Surveillance System,” 2017 IEIE Summer Conference.

Research Funding

» Development and Demonstration of On-Device Al Semiconductor for Manufacturing Automation
Robots through sVLM-Based Situational Awareness, KEIT (2025.04~2028.12)

» Development of Secure, High-Performance, and High-Connectivity Chiplet-SoC Architecture),
KEIT (2025.04~2027.12)

o Development of Intelligegnt Home On-Device Al Matter Hub System Technology, IITP
(2025.04~2028.12)

e Development of Transformer Acceleration Solution Including Quantization and Scheduling
Techniques for LLM, KEIT (2024.04~2026.12)

* Development of Al Accelerator-based Edge Al Application for On-device Al, LINC 3.0 &
GWANAK ANALOG (2024.05~2024.11)

* Atrtificial Intelligence (Al) Semiconductor Human Resource Development, IITP (2024.05~2025.02)
« Development for Processing Software on Al Semiconductor Devices, IITP (2022.07~2029.12)

» Development of phase change memory-based low-power memory platform for DNN inference on
mobile devices, NRF (2022.06~2025.02)

» Development of circuits and architecture for 2T DRAM-based low-power and high-performance
PIM cells, NRF (2022.04~2024.12)

» Development of Low Power Al Architecture for AloT, KEIT (2022.04~2024.12)
» Development of reference frame compression/decompression algorithm, Realtek (2021.06~2022.01)

» Multidisciplinary Research Training and Development Enterprise for Al and Semiconductor
Technology, NRF (2020.04~2025.12)

» Development of Self-learnable Mobile Recursive Neural Network Processor Technology, NRF
(2020.04~2025.06)

e Development of Al Deep-Learning Processor and Module for 2,000 TFLOPS Server, IITP
(2020.04~2026.12)

» Cloud-based smart energy town platform integrating energy blocks, NRF (2019.06~2028.02)

» Development of Deep Learning based Low-Power Image Processing SoC Platform for Autonomous
Driving, NRF (2019.06~2022.02)

» Embedded implementation of reinforcement learning-based scent, temperature, and humidity control
module, Korea Testing Laboratory (2020.10~2020.11)

» Development of deep learning-based open EV platform technology capable of autonomous driving,
KEIT (2017.11~2020.12)



» DRAM/PRAM heterogeneous memory architecture and controller IC design technology research
and development, KEIT (2017.07~2021.12)

* Real-time mobile traffic information system based on multisensory fusion and integration, IITP
(2017.01~2018.08)

» Approximate memory architecture for high performance and low power deep learning hardware,
Samsung Research Funding & Incubation Center for Future Technology (2016.12~2019.11)

« Disaster response robots imitate swarm organism and automatic assembly algorithm research,
KOFAC (2016.06~2016.11)

< Enhancing Large Language Models with Lightweight Techniques through Hardware Acceleration
Solutions, SEOULTECH (2025.03~2026.02)

e Enabling Low-Power CNN Inference on Edge Devices Using Prefetcher-Assisted NVM Systems,
SEOULTECH (2024.07~2025.06)

e High-Frequency Pruned Vision Transformer with Discrete Cosine Transform, SEOULTECH
(2023.07~2024.06)

e« An In-depth Survey of Processing-in-Memory Architectures for Deep Neural Networks,
SEOULTECH (2022.10~2023.09)

e A Read Disturbance Tolerant Phase Change Memory System for CNN Inference Workloads,
SEOULTECH (2022.06~2023.05)

» Computational Parallelization of Deep Neural Networks on Heterogeneous Embedded Systems for
Autonomous Driving, SEOULTECH (2021.09~2022.08)

* CNN-based Mask-Pose Fusion for Detecting Specific Persons on Heterogeneous Embedded Systems,
SEOULTECH (2021.08~2022.07)

* An Approximate DRAM Design with an Adjustable Refresh Scheme for Low-power Deep Neural
Networks, SEOULTECH (2020.03~2021.02)

* An Effective PRAM Wear-Leveling Algorithm for Reducing Write Disturbance Error, SEOULTECH
(2019.03~2020.02)

Teaching Experience

« System-on-a-Chip Design for Multimedia, (Spring 2024, Spring 2022, Spring 2021, Spring 2019),
Seoul National University of Science and Technology

» Hardware Design for Deep Learning, (Fall 2024, Fall 2022, Fall 2021, Fall 2020), Seoul National
University of Science and Technology

» Deep Learning Hardware Application, (Spring 2025, Spring 2023), Seoul National University of
Science and Technology

» Topics in Computer and VVLSI, (Fall 2023), Seoul National University of Science and Technology

» Digital System Design, (Spring 2025, Spring 2024, Spring 2023, Spring 2022, Spring 2021, Spring
2020, Spring 2019), Seoul National University of Science and Technology

 Digital Logic Circuit, (Spring 2025, Spring 2024, Spring 2023, Spring 2022, Spring 2021, Spring
2020), Seoul National University of Science and Technology



« Computer Architecture, (Fall 2024, Fall 2023, Fall 2022, Fall 2021, Fall 2020, Fall 2018), Seoul
National University of Science and Technology

« Creative Engineering Design, (Fall 2022, Fall 2021, Fall 2020, Fall 2019, Fall 2018), Seoul National
University of Science and Technology

» Computational Thinking, (Fall 2019, Spring 2019), Seoul National University of Science and
Technology

« Programming language, Spring 2019, Seoul National University of Science and Technology

 Introductory Laboratory for Electrical and Electronic Engineering (1), Spring 2022, Seoul National
University of Science and Technology

 Introductory Laboratory for Electrical and Electronic Engineering (2), (Fall 2022, Fall 2021, Fall
2020), Seoul National University of Science and Technology

« Digital System Design and Experiments, (Fall 2017, Fall 2016), Seoul National University

Outside Interests

+ Baseball, Golf, Soccer



